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The cultural evolution of literary fiction is rarely studied, but rich literary
data can help address some of the general problems of cultural change. In
this article, we use a massive dataset of Anglophone fiction (over 23 000
books) and the tools of natural language processing to understand whether
the long-term change of topics in books is driven by the individual change
of authors or by the cohort turnover in author populations. To answer this
question, we borrow a method from evolutionary ecology: decomposition
analysis based on the Price equation. To prove the suitability of this
method, we first apply it to simulated data and show that it does allow
distinguishing between these two processes. Afterwards, we decompose
the temporal trajectories of topics and measure the relative effects of the
arrival of newcomer authors (entrances), the retirement of authors (exits)
and the change of topic preferences during authors’ lifetimes (individual
change). We find that cohort turnover is a stronger force than individual
change. Within the cohort effects, the effect of entrances is almost twice as
strong as the effect of exits. Using simulated data, we discover that this
difference stems from the unequal lengths of authors’ careers.

1. Introduction

Max Planck, the author of a pivotal discovery in physics, Planck’s constant,
was also an author of a surprisingly pessimistic view of scientific progress,
known as Planck’s principle. According to the German physicist, ‘[a] new
scientific truth does not triumph by convincing its opponents and making
them see the light, but rather because its opponents eventually die, and a new
generation grows up that is familiar with it’ [1]. This view of scientific change
is sometimes expressed briefly: ‘science advances one funeral at a time’ [2].
Max Planck made this observation about science, but science is not the only
creative domain with visible intergenerational tensions. Young musicians,
who want to suggest new music genres, have to compete with the already
established musicians; young writers, who conceive new styles of writing,
must overcome older ways of writing and so on. Generations compete in all
areas of culture, but does this competition really get resolved in the sombre
way envisioned by Max Planck?

In this article, we will test Planck’s principle on literary fiction—aiming
to understand whether the topics in literature change ‘one funeral at a
time’. The choice of literature as a test case may be unexpected, but there
is rationale behind it. Science—like many other creative areas—increasingly
becomes a ‘team sport’ with big collectives behind each article [3,4]. And
so, the contributions of individuals—and their age cohorts—are hard to
parse out. Book writing, on the other hand, has traditionally been a solitary
activity (even though editors and occasional ghostwriters play a role too),
which makes literature a convenient subject for studying the connection
between creativity and age cohorts. Literary scholars paid attention to writers’
cohorts too: say, to the ‘lost generation” of writers of the 1930s or the ‘beat
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generation’ that entered the scene in the 1950s. Moreover, a famous and controversial hypothesis states that newcomer writers
have the ‘anxiety of influence” towards their predecessors and thus are actively trying to differentiate themselves from previous
generations [5].

To test Planck’s hypothesis on literature, we will use a massive dataset of novels: a subset of the HathiTrust Digital Library
with 23 162 works by 6177 authors, published during 1850-1940. To analyse these data, we will combine two proven methods:
topic modelling and decomposition analysis. While topic modelling with latent Dirichlet allocation (LDA) is a standard
technique in digital humanities and natural language processing [6,7], decomposition analysis based on the Price equation
is a standard tool in evolutionary ecology [8,9]. In ecology, decomposition analysis allows ‘dissecting’ historical trajectories
of phenotypic traits of an organism (say, their size) into underlying environmental factors (say, temperature change or the
changing number of predators). In this study, we will use the frequencies of LDA topics in each book as their “phenotypic” traits,
and demographic data of authors as “environmental’ factors.

2. ‘Generally mixed evidence

Intuitively, Planck’s principle may sound plausible, and many scholars just assumed its correctness based on anecdotal
evidence, as did Thomas Kuhn in The Structure of Scientific Revolutions [10]. But what do empirical studies show? In a compre-
hensive review of quantitative studies, Jones et al. conclude that ‘evidence for Planck’s principle is more generally mixed’ [11].
Some scholars have found support for it. Azoulay et al. found that the deaths of key scientists led to collapses of their subfields
[2]; see also [12]. The scholars of digital humanities discovered that cohort turnover seems to explain more variation than
individual change in literary fiction [13,14]. In the arts, newcomer painters were found to be the ones bringing new perspectives
to portraits [15]. At the same time, some studies reached the opposite conclusion about Planck’s principle. For example, an
elegant quantitative study of the adoption of the tectonic plate theory shows that no generational turnover was necessary for the
theory to become widely accepted [16]. Even more interestingly, older scholars were more eager to adopt the new theory than
younger scholars—arguably because they had better job security and thus better position to accept unorthodox views. Similar
findings are reported in a number of other articles [17,18].

Why are these findings contradictory? Part of the reason, we think, is that the operationalizing of demographic forces
differed from study to study. Some papers define cohorts only as the arrival of new individuals, while others are focused on
their exits (deaths, retirements). In reality though, cohort turnover is a composite process that includes both the ‘entrances’
(births, or rather career beginnings) and ‘exits’ of individuals (either literal deaths or retirements). Another reason is the
inability of the methods used in these articles to capture the temporal dimension of the cohort effects. Cohort effects are not
timeless: some periods of the history of science or arts can be more favourable to newcomer individuals than other periods.
Physicists in the first half of the twentieth century were often making discoveries at a young age (think of Albert Einstein,
Werner Heisenberg or Paul Dirac), but this could be due to particular historical circumstances of that period. To solve the
problem posed by Max Planck more than 75 years ago, we need an approach that (i) [1]allows to effectively decompose the
frequency change of traits into cohort turnover (further subdivided into births/entrances and deaths/exits) and individual
change, as well as having][2] (ii) the temporal granularity to capture the change in these effects over time. We suggest that the
decomposition analysis is fit for this task.

In what follows, we will first explain the steps of decomposition analysis. Then, we will show that this method does the
given task correctly, on simulated data. Next, we will explain the steps of preparing actual literary data for the analysis. Finally,
we will conduct the analysis and answer Planck’s question.

3. Decomposition analysis and the decomposition plot

George Price was the first to recognize that the change in a trait’s frequency over time could be partitioned exactly into the sum
of multiple covariance and expectation terms representing distinct evolutionary processes, now famously known as the ‘Price
equation’ in evolutionary biology [19]. Formally, if the average of some phenotypic variable is (2), define A(I) as the change in this
average between two time points, eras or generations. In abstract form, the Price equation states that

WA = cov(w, ) + E(wd). (3.1)

That is, the change in the population average of some individual-level trait A(?) is equal to the covariance between individual
traits ¢, and individual fitness values w, plus the average change of the trait within each lineage, E(ws). To make the equation
balance correctly, the left side must be scaled in terms of the average population fitness w.

In the abstract form of equation (3.1), each term in the Price equation is open to substantial interpretation. The ‘fitness’, w,
could mean the number of offspring an individual has in a genetic evolutionary model, the number of cultural ‘descendants’
or the individual’s own ability to persist through some adverse conditions (surviving a harsh winter or staying employed in a
trade) over time. The variable ¢ is often used to represent both gene frequencies or phenotypic measures such as body weight
but may also represent some measurable behaviour or cultural characteristic that is a property of an individual [20]. Similarly,
the & term might represent the average difference between parents and offspring, or the measurable growth and development
taking place within an individual through time.

The Price equation has been used for studying culture, but so far it has mostly featured in the debates about gen-
eral theoretical problems of cultural evolution—usually in the context of theoretical discussions of simulations [21-23]. In
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evolutionary demography, a different approach was taken, by incorporating explicit, measurable processes such as immigration, [ 3]
growth, mortality and reproduction into the terms of the Price equation. As a result, we can decompose the trajectory of a
particular cultural trait over time into terms that are both measurable and meaningful [20].

Here, we apply these general ideas to a population of fiction writers, whose primary ‘fitness” measure is their continued
contributions to the literary world. In equivalent terms as above, we might write:

RAG = —cov(e, )+, (32)

where ¢ now measures the frequency at which an author employs a particular topic in their work in a given period, and r is the
rate at which writers remain active in the community between two time periods (with e = (1 - r) representing the rate at which
they leave the population). As above, the average change in the frequency of the topic within a group of writers between two
time periods must equal the sum of the covariance between the attrition of writers and the extent to which they use that topic,
and the average change within surviving writers between time periods. As in equation (3.1), the equation balances with the
inclusion of overall growth rate R.

Although this equation is correct for a closed cohort of writers through time, it does not accurately account for the role of
new writers as they appear on the scene. If new arrivals ‘enter” a population between two periods of time, the full calculation
becomes:

RAQ = cou(i, p) - couv(e, ) + 13, (3.3)

for some immigration rate i. From this, we can define the ‘entrance effect’ as the magnitude of the first covariance, cov (i, ¢) .
In other words, if new authors tend to enter the literary world employing a particular topic in their work above average, there
is a positive covariance, and so the average will increase. Conversely, if new authors tend not to employ a topic very often
compared with the existing authors, the average will decline. Thus, the effect can either be positive or negative on the overall
frequency of some trait. The same is true for the ‘exit effect’, defined here as the second covariance term, cov (e, ), and also for
the importance of individual authors changing their own topical focus in their writing as the final term, rd.

In contrast to equation (3.1), this expression has the advantage of being readily computable from real data, in the equivalent
form:
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RAG =i(p; = P) —e(pp— @) +78, (3:4)
where each term represents an average rate or an average trait value for some set of individuals being tracked (figure 1). In
each case, the size and magnitude of the effect can be computed from empirical data and, through the properties of covariance
mathematics, will necessarily provide the overall trajectory of that topic, either increasing, decreasing or staying the same.

To visualize the decomposed effects, we use an uncommon, but useful, visualization, which we call the ‘decomposition
plot’ (figure 2a), introduced in Beheim & Baldini [20]. We use it instead of the line plot commonly employed for visualizing
decomposed effects [8,9], shown in figure 2b. In the line plot, each line means the size and direction (positive or negative) of
each effect at a given period of time. For example, we can see that the first half of the observed timespan is dominated by a
strong positive entrance effect; the second half is driven by the positive exit effect and negative entrance effect. Our suggested
decomposition plot shows the same information but has one crucial difference: instead of placing the effects on the abstract
horizontal line, it places them on the empirical line showing the actual frequency of the trait (e.g. a topic) over time.

Why introduce this new visualization? First, the decomposition plot allows capturing an important additional aspect of
information: it is often important to know the shape of the trait dynamics to understand the decomposed effects, as we will
show later in the article. Second, it captures more intuitively the very idea of decomposition: the actual temporal dynamics of a
trait (the black line on figure 2b) gets sliced into layers of factors that help understand these dynamics: the coloured bars. How
shall one understand these bars? Table 1 explains the meanings of effects used in our study (in principle, the decomposition
analysis can include many other effects).

While decomposition analysis is a powerful tool for finding possible forces behind the trendlines, it has its limits. We
included three factors in our decomposition analysis—entrances, individual change and exits—but in principle their number is
endless. The factors chosen by us have some obvious importance, and their role for literary change is easy to justify. However, it
is possible to add terms to this equation that will not be so easily justifiable. The same as with any other statistical analysis, the
mindless addition of terms to the equation may lead to finding spurious correlations: something that was criticized in ecology
with relation to using overly abstract, unintuitive variables in the Price equation [24].

4. Decomposing simulated careers

Does decomposition analysis actually do what we expect it to do? To test whether this method can distinguish between different
generative processes, we use stochastic simulations. We repeatedly simulate a dynamic population of 10000 authors with
realistic career lengths. Author careers begin randomly between simulation years 1850 and 2000, and their subsequent career
lengths follow a Gompertz distribution with 1 = 1/20 and b = 1/17, which gives biologically realistic distributions of human
lifespans of 63 + 17 years [25]. These assumptions about career start and span lead to a stable population size of roughly 3000
active authors for any year between 1925 and 2000.

Authors in the simulation can produce their first work at the age of 19 years old, and subsequent works by a specific author
are generated across their lifespan by a Poisson process, which produces stochastic event times. To reflect variability in author
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Figure 1. A minimum working example of decomposition showing six authors (A-F) under two periods of observation. (a) Authors A, B and C are active in both
periods: they are writing about topic ¢ with frequencies given by column ¢p, for period 1 and ¢, for period 2. The change in each author’s topic frequency is given in
the rightmost column. Author D retires at the end of period 1, and so is not present in period 2 and has no ‘change’ to be observed. Authors E and F join the population
in period 2, and so are observed only once as well. The average trait frequencies and the average change in trait frequency are given at the bottom. Panels (b and
¢) show the calculated effects from the data given in panel (a) using equation (3.4). The entrance effect measures the contributions of authors E and F to the average
change in mean, the exit effect measures the contribution of author D's departure, and the average individual change is given for authors A, B and C. R stands for the
rate of change in the number of authors from period 1 to period 2 (R = 5/4).
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Figure 2. Two alternative visualizations of the decomposed effects of a single hypothetical trait (e.g. a topic). (a) The ‘decomposition plot’: a new kind of visualization
that we suggest using. The thicker black line shows the frequency of a trait over time; coloured bars show relative sizes of effects explaining the dynamics of that trait.
In this hypothetical case, the topic increases in frequency due to sustained positive effects of entrances into the population, representing a new cohort of individuals
who bring this topic in with them, with a smaller positive effect due to systematic adoption of the topic (individual change). As time passes, older individuals lacking
the topic leave the population (an exit effect), causing the trait to increase further. In the fullness of time, though, new cohorts begin arriving who do not have the
topic, causing the entrance effect to reverse in size, stopping the growth of the topic’s popularity. The steady decline is due to both negative entrance and exit effects.
To better grasp the meanings of effects, see table 1. (b) The line plot commonly used to visualize decomposed effects; on it, each line shows the sizes of separate effects
over time. The two entrance effects corresponding to the written labels in (a) are given as filled circles.

productivity, each author is randomly assigned a different lifetime productivity rate (1) via an exponential distribution with an
average rate of one work per decade. Together with Gompertz-distributed career lengths, these individual rates give the total
number of works produced by each author within their lifetime. By the properties of the Poisson process, these works are then
uniformly distributed across their career [26].

Having defined the timings of each work within each author’s lifespan, we then simulate whether a certain topic is or is
not present in any specific work via a number of distinct generative processes. In a single-cohort dynamic, individual authors
are most likely to use a topic consistently throughout their career if they begin their careers around a specific year (figure
3a). In a disruptive-event dynamic, works are most likely to include a particular topic if they are produced in a specific year,
with exponentially decaying chances in subsequent years (figure 3b). Additional processes are described in the electronic
supplementary material (see figures S11-15).
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Figure 3. Career trajectories simulated according to the model of cohort turnover (a) and the model of a disruptive event (c). Each horizontal line represents an
individual’s lifespan, and the dots—works produced by that individual during their lifespan (let’s say, books). Coloured dots are books containing a particular trait of
interest (e.g. a given topic). In the case of the disruptive-event model, a particular event, such as a war (red vertical line) makes authors switch to writing on this topic,
no matter at which career stage they are. In the case of the cohort model, authors born around a certain date are writing about topic x throughout their lifetime. The
decomposition plots on the right show these two simulated datasets decomposed with the help of decomposition equations. Panel (b) shows that the growth of a
cohort-based trait is driven by the positive effect of entrances and the positive effect of exits, while the decline of this trait is driven by the same two effects, with
reversed signs: the negative entrance effect and the negative exit effect. Panel (d) shows that the disruptive-event simulation is driven, as expected, by the effect of
individual change: at first, as the trait is growing in popularity, a positive effect of individual change, and then—a negative one.

Table 1. The explanation of decomposed effects shown in figure 2a.

effect direction meaning
entrance effect positive newcomer authors are writing on this topic.
entranceeffectnegatlve ...................................................... newcomerauthorsarenotwntmgonth|stop|c ............................................
individual change effect ~~~~~ positve the authors switch to writing on this topic sometime during their career,
individual change effect ~~~~ negatie the authors switch away from writing on this topic sometime during their
career.
eX|teffectp05|t|ve ....................................................... retmngauthorsarenotwntmgonthlstoplc .................................................
eX|teffectnegat|ve ...................................................... retmngauthorsarewrmngonthlstoplc .......................................................

5. From raw texts to a period-author matrix

For our data, we will use HathiTrust: a massive digital library with full texts of books. We will use a subset of these books—
Novel TM dataset of anglophone literature [27]. Several aspects make HathiTrust’s Novel TM stand out compared with other
datasets of books. First, it includes not only the public domain books but also the ones that are under copyright. To make
this possible for research purposes, HathiTrust provides access to ‘scrambled’ texts—readable for machines but unreadable for
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Figure 4. Lexis plot with time of a book’s publication on the horizontal axis and the age of an author at the time of publishing that book on the vertical axis. The
intensity of colour shows the number of books published in a given year by a given set of writers of the same age. This plot makes immediately visible two properties
of our data. The left side of the plot has many empty cells, probably due to the data preservation problem: the works of many authors have not been digitized. The
right side of the plot does not have many empty cells, but it has many light-coloured cells, pointing at another issue: in the more recent part of the data, authors are
represented by a few books each. The most complete data—with few empty cells and few light cells—lies in the middle of the plot. This is the subset we are using for
analysis.

humans. These are page-wise lists of words with their frequencies. Second, Novel TM corpus includes metadata necessary for
cohort analysis: birth and death years of writers and the years of first publication of their works. For our study, we decided to
use only fictional works published between 1850 and 1940. The reason for this choice is shown in figure 4: the chosen period of
time has the highest density of data, thus being more likely to be complete.

We performed multiple steps to clean the data. First, we removed all the books that are unlikely to be fictional (Novel TM’s
non-fiction probability of more than 0.4). Also, we removed all writers with absent or uncertain birth and death years. We
removed all the books that were not first publications (e.g. collected works) and removed occasional duplicate books. In the end,
our corpus included 23 162 works by 6177 authors.

Decomposition analysis requires representing individuals analysed as sequences of traits. What would be the traits of
literary texts for such an analysis? A long tradition of research in the humanities has been claiming that narrative “motifs’—
recurring events and themes—are useful for studying the evolution of narratives: both for simple stories such as folk tales
[28,29] and for complex narratives such as modern fiction [30]. For example, ].K. Rowling’s Harry Potter and the Philosopher’s
Stone and Umberto Eco’s The Name of the Rose both share the motif of investigating a mystery, while also not sharing various
motifs: Rowling’s book has a fantasy setting, while Eco’s classic is set in the Middle Ages. LDA topic modelling is suitable
for capturing similar thematic motifs, since it represents each text as a combination of ‘topics’ and each topic has a certain
probability to be featured in that book (see electronic supplementary material, figure S6). LDA topics are not capable of
capturing specific narrative events, as manually coded motifs do, but they are well suited for capturing more abstract recurring
themes. Newer methods of topic modelling such as BERTopic or Top2vec [31,32], while arguably having marginally better
performance [33,34], do not allow representing texts as distributions of all topics —which is what we need for this study.

As often happens with historical data, our corpus is unevenly distributed —with the largest number of books per year in the
early 1900s. When doing topic modelling of such uneven distribution over time, topics will largely be based on time periods
with more material. To counter this data preservation bias, we decided to construct topic models using a uniform sample of our
corpus (see, electronic supplementary material, figure S5). We made a uniform sample with 412 books per 5 year period: in total,
it has 7416 books by 3083 authors. Afterwards, LDA models built on this uniform corpus were fit to the whole corpus.

We performed the following pre-processing steps. In HathiTrust corpus, each book is divided into pages, as in original
scanned books. We removed three pages from the beginning and the end of each book—to get rid of occasional non-fictional
parts (e.g. a foreword in the book’s beginning or an advertisement at the book’s end). We then used part-of-speech tags to filter
out all the parts of language that do not convey much semantic information; we kept only nouns, verbs, adjectives and adverbs.
This is a proven strategy of lowering computational costs [35] and improving recognition of genre-relevant topics [34]. We then
removed 200 most frequent words, because very common words—mostly, function words (‘a’, ‘the’, ‘and’, etc.)—carry strong
signal of authorship: each author has a distinctive ‘fingerprint’ made out of such words [36]. Afterwards, we lemmatized the
remaining words using the textstem R package [37]. When casting a document-term matrix, we ranked the words by frequency
and applied a 5000-word cutoff. Since novels are very long texts, and thus the context of an entire novel is not very informative
for the LDA algorithm, we divided each book into 5000-word chunks.

For these chunked texts, we built an LDA topic model with the textmineR package in R [38]. For robustness, we constructed
three topic models: with 100, 200 and 300 topics. Throughout the article, we will report the 200-topic model; results for the
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Figure 5. Visualization of period-author matrices, containing small samples of authors from two topics (out of 200). Rows represent careers of individual authors,
divided into 5 year periods. The intensity of colour corresponds to the mean probability of a given topic across all books of this author published in this period. (a)
A topic of stage acting (‘stage; ‘theatre’, ‘act; ‘actor, ‘audience’): unsurprisingly, George Bernard Shaw, who was writing plays his whole life, has this topic highly
expressed throughout his career. (b) Same authors, but a different topic (‘knight; ‘castle’, ‘ride’, ‘lord; ‘tower’). None of these authors was writing on it persistently, but
some would write occasionally, such as Arthur Conan Doyle in his historical novel about the Middle Ages, Sir Nigel (1906).

other two, which are not significantly different, can be found in electronic supplementary material, figure S17. Hyperparameters
of the reported model, which control the shapes of prior distributions of topics and words, were set to a = 0.1 and g = 0.05.
However, we tested a variety of other values and concluded that they do not influence the results (see electronic supplementary
material, figure S19). After training the models, we extracted the proportions of topics (6) in each book chunk and then merged
them within each book by finding the mean value of 6 across all chunks of that book.

Is using LDA justified for studying temporal changes in topic frequency? This is a common approach in the analysis of
literary and, broadly, cultural change [39-42]. However, sometimes a question arises: aren’t these trends affected by language
change? For example, the topic of love may be expressed in the 1950s with different words than in the 1850s. This is a legitimate
concern, which would be important if we were to study, say, the dynamics of public opinions using literature only as a medium
(as often newspapers are used). However, we are studying something quite different: we do not use LDA topics as simple
contents of books. LDA topics, when applied to fiction, capture its meaningful repeating elements: a blend of topics per se with
formal elements, which often correlate with literary genres [43,44].

We divided the timeline into 5 year periods, and then the data were represented as a ‘period-author matrix’. Figure 5
visualizes small samples from a period-author matrix, with two randomly chosen topics, and 10 arbitrary authors. A period-
author matrix is a matrix with columns for period, author_id and multiple columns for each topic (fopic_001, topic_002, etc.), with
mean probabilities of a given topic across all books of an author published in a given period (see electronic supplementary
material, table S2). In the case when an author had a period without any books in our dataset, we treated these as missing
values and estimated the topics in that cell using linear interpolation with the zoo package in R [45]. Electronic supplementary
material (figure S16) illustrates how the interpolation was made. We also removed the authors that happened to have books in
only one 5 year period. After dropping them, we obtain a period-author matrix containing 18 890 books by 2526 authors.
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Figure 6. Decomposed trendlines that illustrate two scenarios, earlier demonstrated with simulations (figure 3). (a) A topic of war, coinciding with the First World War.
It is a clear example of a change associated with an abrupt external event, when authors of various age cohorts stopped writing whatever they were writing before
and began writing about this, most pressing, issue. As expected, the surge around the war is associated with the positive effect of individual change. (b) A topic of the
Wild West, strongly associated with frontier fiction. This topic is driven by a cohort effect: its growth is associated with the entrance of many new authors (thus, positive
entrance effect), and the decline coincides with the retirement of authors (negative exit effect). So, the topic was mostly used by a particular generation of writers and
ceased existing when this generation retired.
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Figure 7. Ternary plots showing the relative weights of the effects of entrance, exit and individual change. Each point shows the effects for a single trait. Left: the
effects for 100 simulated traits based on the cohort effects process (orange dots), and the effects for 100 traits simulated using the disruptive-event process (green
dots). Right: effects for the actual 200 topics in our book corpus.

6. Decomposing individual topics

The proportions of each topic in texts were separately decomposed using the decomposition equation. The results for two
exemplary topics are shown in figure 6. These two topics are real-data examples of two idealized scenarios shown earlier with
simulations (figure 3). Panel (2) shows a topic clearly associated with war (top words: ‘war’, ‘soldier’, ‘army’, ‘fight’, “peace’).
This topic surged in frequency during 1915-1920 —most likely, because of the First World War. But what was the driver behind
this surge? First possibility: the war created room for a new cohort of ‘military authors’ specializing on war-related topics.
Second possibility: already practicing authors, writing on various topics, pivot towards writing about war. The decomposition
analysis allows us to clearly distinguish between these two possibilities. As the decomposition bars in panel (1) suggest, it was
mostly the latter (positive individual change), and to a much lesser extent—the former (positive entrance effect). That is, writers
who did not write about war-related issues before the Great War, are switching to writing about it. External shocks work like
this: the recent disruptions brought by the Covid-19 pandemic or the Russian invasion of Ukraine are still fresh in our memory.
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Figure 8. The decomposition plot of a simulated cohort-driven trait. Unlike the plot in figure 3a, the career spans of individuals have equal lengths: they are drawn
from a uniform distribution instead of the realistic Gompertz distribution of lifespans. Note that the effects of entrances and exits are about the same size, mirroring
each other.

Many creative individuals began writing or studying these subjects, no matter what they studied prior to that. Interestingly, we
also see a moderately strong positive entrance effect around the spike: for some of these writers, their book about the disruptive
event happens to be their first book.

Figure 6b shows a very different example: a cohort turnover. This topic is associated with books about adventures in the
American Midwest (top words: ‘cabin’, “‘camp’, ‘trail’, ‘rifle’, ‘prairie’). They describe the rugged life in the wilderness, led by
trappers. Often, adventure stories for kids, with telling titles: Following the Deer (William J. Long), The Wolf Hunters (James
Oliver Curwood) or The Fort in the Wilderness (Edward Stratemeyer). The most famous author in this group was Jack London
(some of the most representative books in this genre are his collections of stories). For many of these authors, the life of a
trapper was their real life, or at least the life they tried at some point. And so, they did not change topics of writing often. As
a result, this topic is driven by a cohort effect. The growth of this topic’s popularity happened at the turn of the century and
coincided with the positive entrance effect: that is, with first publications of these authors. For example, Jack London published
his first collection of stories about wildlife adventures, The Son of Wolf, in 1900. However, already in the 1920s, the genre started
declining, and the decline is associated with the negative exit effect: that is, its decline coincides with the last books of authors.
This genre is declining not because its writers switch to other topics, but because they are retiring. The genre lasted for about
40 years: a decent writing career of one generation. This generation retires, being replaced with another cohort, writing on other
topics: in part, also because the trapper lifestyle no longer existed.

These are only two examples showing how, behind supposedly similar temporal trajectories, there may be hidden very
different processes. We have decomposed each topic’s trajectory, many of which suggest possible explanatory mechanisms
behind their dynamics (all of them are included in the electronic supplementary material). The power of the decomposition
method, suggested in this article, is that it allows observing the temporal change in each individual topic across time, which was
not possible with the regression-based methods used so far [14,17]. However, we are still interested in the overall effects across
all the topics, since they will allow us to test the hunch of Max Planck.

7. Solving Planck’s riddle

What are the overall effects, across all topics? A ternary plot in figure 72 shows, for illustration, the effects for 200 simulated
traits: 100 simulated using the cohort model and 100 simulated using the disruptive-event model. Each point shows the relative
sizes of three effects in a single simulation. The closer this point is to the corner of the triangle, the stronger the ‘pull’ of
that effect on the trait’s trajectory. Unsurprisingly, the traits simulated with the cohort model lie far from the individual change
effect, being much closer to the entrance effect and less so—to the exit effect (later we will explain why this is happening). The
simulations based on the disruptive event model, also unsurprisingly, lie close to the corner of individual change. But where are
the actual effects, based on our HathiTrust dataset, located?

Figure 7b shows the overall distribution of the actual effects across 200 topics. Each point represents the relative weights
of the three effects—entrances, exits and individual change—for a particular topic. The mean contribution of entrances in 200
topics is 38.4% (s.d. = 7.3%), of individual change is 43% (s.d. = 8.9%) and of exits is 18.5% (s.d. =4.7%). Again, as a reminder, our
method only allows us to estimate the sizes of effects compared with each other, but does not account for various other factors
that may play a role, which were not included in our decomposition equation. However, the important conclusion that we can
make is that the roles of entrances and individual change are roughly similar, while the role of exits is much smaller.

Our conclusion is in agreement with the results of Underwood et al. [14], who identified that about 55% of variation is
explained with the year of birth (equivalent to our entrance effect) and 45% with individual change. They interpreted the results
as evidence for a bigger role of the cohort effect. To us, however, the more important finding is that these effects are very similar
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(in some runs of Underwood et al.’s model the split was as small as 52% to 48%). This is almost identical to an even split found [ 10 |
in our study. Still, what makes us think that cohort turnover is indeed a potent force in the change of literary topics is the effect
of exits. It holds a relatively large 18.5% of the total weight of effects. If considered together, the cohort effects—the effects of
entrances and exits—add up to 56.9% of the total weight.

The effects of entrances and exits—cohort effects—are larger in total than individual change. But why is the effect of
entrances twofold larger than the effect of exits? The arrival of new authors and their retirement are two processes contributing
to cohort turnover, mirroring each other. Should they not be equally large? Remember, the same happened to our simulated
cohorts (figure 3b): the effect of entrances was noticeably larger than the effect of exits.

To solve this puzzle, we returned to simulations and discovered that the reason for the lower role of the exit effect is
inequality of authors' career spans. Previously, we simulated author careers using Gompertz distribution, which is a realistic
distribution often used in demography for simulating lifespans. According to this distribution, some careers are very long, some
are short and most have medium length. However, if we sample career lengths from a uniform distribution, thus making all
career spans of the same length, we will end up with the situation shown in figure 8. In this case, the strength of entrances and
exits is the same.

What does this mean? In the real world, where lifespans are unequal, the entrances of authors are synchronized: most
authors begin publishing in their 20s. But their retirements are not synchronized: authors retire at different ages and for different
reasons. Some authors decide that the life of a famous writer is not for them, like Salinger at the age of 46; others, never manage
to achieve the desired success and die in poverty like Edgar Allan Poe at the age of 40. While almost everyone who enters the
literary market happens to go through an early career stage, other stages are less predictable. And so, the collective ‘push” of
their retirement is much weaker than the collective “push’ of their entrance to the literary field. For example, take the female
crime writers of the ‘golden age’ of crime fiction—often called the four ‘queens of crime”: Agatha Christie, Dorothy L. Sayers,
Ngaio Marsh and Margery Allingham. They were all born very close to each other: in, respectively, 1890, 1893, 1895 and 1904.
And they were all writing crime fiction until their deaths, which would spread across a much longer span: from 1957 to 1982.
Age cohorts begin at the same time, but they end at different times.
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8. 0ne birth ata time

Does literature advance one funeral at a time? We have analysed a corpus of over 23 000 books by more than 6000 authors and
arrived at an answer that is more nuanced than a simple ‘yes’ or ‘no’. The turnover of cohorts does play an important role in the
change of literary topics, but the role of authors’ retirement is not large, being twice as small as the effect of the arrival of new
authors. Literature does not advance one funeral at a time—it advances one birth at a time. The arrival of new authors with fresh
ideas is enough to keep the wheels of literature moving. And the reason why the collective ‘push’ of the newcomers is more
important than the influences of the retirees lies in the unequal career lengths.

How generalizable is this finding? Can we expect to find the same pattern in science, visual arts or music? In an earlier study,
Beheim [46] used the decomposition approach to analyse the role of entrances, exits and individual change in the adoption of
one particularly popular opening move in the game of Go, using a manually coded dataset of games. It turns out, the role of
cohort turnover in Go is minimal, and the main factor is individual learning: Go players are actively changing during their
careers. If we imagine that this discovery is representative of Go at large, it makes sense: in any competitive game, any player’s
strategy is subject to immediate feedback. If a strategy is not working, you will be losing games, and so you will be pushed to
switch to a strategy that helps you win.

Writing literature is different from playing Go: literature’s feedback mechanism is less clear and less immediate. In our
period of observation (1850-1940) the main kinds of feedback the authors might be getting were critical reviews in the
periodicals and book sales. However, as literary history has shown us again and again, neither negative reviews nor bad sales
are good indications that a book is bad and that its author must change their approach to writing. Many writers choose to write
about whatever they consider important or beautiful even if the whole world thinks otherwise.

If this reasoning is correct, science must fall somewhere between these two ends. On the one hand, it is highly competitive,
and feedback loops exist. Scientists are actively trying to cross-test each other’s hypotheses and to prove each other wrong
[47]—pretty much like the players in a game like Go. At the same time, many stories of scientific achievement are stories of
individuals going against the opinion of the majority [48]. A large-scale study of scientific careers using decomposition analysis
in the future would help us answer whether this is the case.

Another interesting question—about the temporal dynamics of these effects in culture. The Internet has offered multiple
instruments for immediate feedback: view counters, ‘likes” and so on [49]. Our prediction is that such feedback mechanisms
should be changing the dynamics of the three effects included in our study: the online writers of today, who often post their
content for YouTube or fanfiction websites, should be much faster at adapting to the changing landscape of trends, and so the
cohort effect today must be weaker than it was before the Internet.
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